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Abstract
With the widespread deployment of large-scale overlay networks,
transmission failures among edge servers occur frequently, severely
impacting service availability and Quality of Experience (QoE). Ex-
isting failure handling solutions struggle to effectively address such
scenarios. Accordingly, we propose Sentry, a QoE-aware failure
handling method based on spatiotemporal graph neural networks.
Instead of relying on precise localization of specific faults or root
causes, Sentry directly identifies and offlines a set of edge servers
related to failures to ensure service level objective (SLO) while min-
imizing QoE degradation. Sentry constructs a state graph based
on real relay streams, combining temporal modeling and graph
neural networks to effectively filter out short-term network fluc-
tuations and transform the complex combinatorial optimization
problem into an efficient node-level prediction task. The experi-
mental results show that Sentry outperforms existing solutions in
both success rate and cost of failure handling, demonstrating strong
overall performance and deployment potential.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CNC ’25, Hong Kong, Hong Kong
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-2239-4/25/12
https://doi.org/10.1145/3769270.3770125

CCS Concepts
• Networks→ Network management; Network monitoring; •
Computing methodologies→Machine learning.

Keywords
Failure Handling; Quality of Experience; Graph Neural Networks;
Network Monitoring; Large-Scale Overlay Networks

ACM Reference Format:
Xingxing Yang, Bo Wang, Wufan Wang, Yixin Shen, Minhu Wang, Wangqiu
You, Linhui Lou, Pei Xu, Lihang Gao, Zongzhi Hou, and Mingwei Xu. 2025.
Sentry: QoE-Aware Failure Handling in Large-Scale Overlay Networks via
Spatiotemporal GNNs. In Proceedings of the ACM CoNEXT-2025 Workshop
on Computing and Network Convergence (CNC ’25), December 01–04, 2025,
Hong Kong, Hong Kong. ACM, New York, NY, USA, 7 pages. https://doi.org/
10.1145/3769270.3770125

1 Introduction
With the rapid development of various online applications such as
video conferencing [14], cloud gaming [20], and live streaming [8],
users demand higher quality of network services. The best-effort
transmission model used in traditional Internet architecture strug-
gles to ensure stable service under complex traffic patterns and
dynamic link conditions. Therefore, large-scale overlay networks
have become essential infrastructure for supporting a wide range
of daily applications [1, 2, 13]. These networks deploy edge data
centers worldwide, each equipped with multiple edge servers, to
optimize transmission performance and enhance service reliability
and availability.

However, this highly distributed architecture also introduces
complex network interconnection challenges among edge servers
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Figure 1: Relay streams in an audio call.

(detailed in Section 2.1). Transmission failures frequently occur,
especially in environments with numerous servers deployed across
multiple cloud providers and geographic regions, posing a serious
threat to overall network availability. For example, in a real-time
video call between two users, transmission failures between edge
servers may cause audio-video desynchronization or even connec-
tion drops, significantly affecting user experience [9].

To ensure high availability of the overlay network, the system
must continuously meet stringent SLO. For example, it is common
practice to require that the success rate of relay streams not fall
below 99.99%; otherwise, a transmission failure is considered to
have occurred, and failure handling should be completed within
a short time. Here, relay streams refer to data streams between
edge servers that carry user communications. As shown in Figure 1,
if users A and B are connected to Server 1 in Data Center 1 and
Server 1 in Data Center 2 respectively, their audio communication
generates two relay streams relying on the stable forwarding ca-
pabilities between these two edge servers. Once the underlying
connection fails to stay alive, or the QoS metrics of the stream
(such as latency or packet loss rate) become abnormal, the stream is
classified as failed; otherwise, it is considered successful. The over-
all SLO compliance rate of the system (i.e., the proportion of time
the SLO is met) directly reflects the availability of the overlay net-
work. Therefore, automated, precise, and real-time failure handling
mechanisms have become a core challenge in the development of
overlay networks.

Unfortunately, existing failure handling methods cannot effec-
tively address transmission failures between edge servers in large-
scale overlay networks. Currentmainstreammethods can be roughly
divided into two categories: one relies on accurately locating the
failure before avoidance and repair [5, 12, 18, 22, 24, 25, 29, 30]; the
other dynamically selects overlay paths based on real-time path
observations to bypass potentially faulty areas [4, 13, 19, 21, 23].
The former faces challenges in failure localization and diagnosis,
struggling to pinpoint specific failure locations and prone to false
positives. The latter is limited by the computational complexity
of path selection and the accuracy of performance measurements,
making it difficult to promptly detect performance degradation of
individual servers within a data center and to perform fine-grained
scheduling (detailed in Section 2.2).
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Figure 2: Overlay network transmission failure cases. (a)
Backbone failure disconnects same-provider datacenters
across regions; (b) Regional failure disconnects same-
provider datacenters locally.

To address the above challenges, we propose Sentry, a QoE-aware
failure handling solution based on spatiotemporal graph neural net-
works. Rather than relying on precise localization of specific failure
points or root causes, Sentry directly identifies and offlines a set of
edge servers related to transmission failures, thereby ensuring the
overall stream success rate meets SLO requirements while minimiz-
ing unnecessary server offlining and maintaining high QoE. Sentry
incorporates several key designs: First, it employs a Temporal Em-
bedding Module to capture the temporal evolution of server states,
enabling differentiation between short-term fluctuations and per-
sistent failures, thereby improving identification accuracy. Second,
it constructs a sparse graph based on relay streams among servers
and applies graph neural networks to score each server node. This
transforms the original combinatorial optimization problem into
a node-level prediction problem, drastically reducing the search
complexity from combinatorial to linear, significantly enhancing
failure handling efficiency and generalization capability. Further-
more, Sentry decouples failure handling from path optimization. It
passively handles failures based on the performance of real relay
streams, then an independent overlay routing module uses active
probing to perform path selection, balancing observation accuracy
with system overhead.

We implemented Sentry and evaluated its performance in a sim-
ulated environment. The results demonstrate that Sentry achieves
the highest failure handling success rate, thereby improving the
overall SLO compliance rate. Although the number of offline servers
is slightly higher than that of heuristic baseline methods, the differ-
ence is minimal, and the user experience loss caused by offlining is
lower, showing superior overall performance and practical value.
In the future, Sentry will be deployed in the large-scale overlay net-
work of a globally leading network transmission service provider
to further validate its effectiveness in real-world environments.

This work does not raise any ethical issues.

2 Background
This section first introduces common types of transmission failures
in large-scale overlay networks, and then analyzes the limitations
of existing failure handling methods.

2.1 Types of Transmission Failures
In large-scale overlay networks, transmission failures between edge
servers exhibit diverse causes and complex manifestations. Failures
may stem from hardware malfunctions of individual edge servers,
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Table 1: Failure statistics of our overlay network

Failure Type Failure Num. Percentage

Server-level failures 74 31.5%
Data center-level failures 161 68.5%

or from broader issues such as international link congestion, sub-
marine cable cuts, or regional network incidents—leading to simul-
taneous degradation of transmission quality between multiple edge
data centers (as shown in Figure 2). In practice, different types of
failures often occur concurrently and compound each other, signif-
icantly increasing the complexity of failure handling and severely
impacting network availability and user experience.

2.2 Limitations of Existing Solutions
Failure handling solutions mainly fall into two categories:

The first category of solutions relies on accurate failure local-
ization [5, 12, 18, 22, 24, 25, 29, 30], followed by path rerouting
and failure reporting based on the identified faulty components.
The effectiveness of such methods heavily depends on the accu-
racy of failure localization, which is particularly challenging in
large-scale overlay networks. First, failure localization itself is
inherently difficult. In large-scale overlays, the vast number of
edge servers, the involvement of multiple infrastructure providers,
and the presence of cross-border links make it hard to map per-
formance anomalies to specific underlying components. Second,
failure determination is highly uncertain. Transient network
fluctuations and persistent failures often exhibit similar symptoms,
making it difficult for the system to respond promptly without sac-
rificing accuracy. An overly aggressive policy may result in false
positives and unnecessary rerouting, while a conservative one may
delay failure mitigation and reduce system availability.

The second category bypasses failures via overlay routing [4,
13, 19, 21, 23] without explicit failure localization, dynamically
selecting optimal paths based on real-time performance to avoid
faulty regions. However, these methods face significant challenges
in large-scale overlay networks. First, the computational cost
of path selection increases significantly. In large-scale overlay
networks, the number of edge servers is massive—reaching tens of
thousands—and the algorithm for optimal path selection has high
complexity, resulting in substantial scheduling overhead. There-
fore, performing path planning at the granularity of individual edge
servers is difficult to implement in real-world systems. To mitigate
this, existing solutions often perform path planning at the edge
datacenter level. While this reduces computational overhead to
some extent, it fails to capture transmission anomalies associated
with individual servers within a datacenter. In practice, when cer-
tain servers experience degraded performance, inter-datacenter
measurements may not show noticeable deterioration, making it
difficult for the system to detect and bypass the affected servers.
Conversely, in some cases, the entire datacenter may be bypassed
due to a few abnormal servers, leading to underutilization of healthy
servers and reduced overall resource efficiency. As shown in Ta-
ble 1, from January to March 2025, 31.5% of online transmission

failures in our overlay network were related to transmission anom-
alies associated with individual servers within edge datacenters,
highlighting the prevalence and severity of this issue. Second, per-
formance measurement of paths is inherently limited. Active
probing (e.g., ICMP Ping [17]) results may deviate from the actual
performance experienced by real application traffic. Passive obser-
vation relies on existing traffic and is limited by traffic distribution,
making it difficult to cover all paths.

3 Method Design
This section presents our method, Sentry. To capture the spatial
relationships between servers and their temporal dynamics, Sentry
adopts a spatiotemporal graph neural network (GNN) architecture.
It integrates Gated recurrent unit (GRU) [7] for temporal modeling,
GraphSAGE [11] for spatial aggregation, and utilizes a multi-layer
perceptron (MLP) to generate an offlining score for each server,
based on which the set of servers to be offlined is determined.
We next describe the task definition, graph construction, model
architecture, and the training and deployment details.

3.1 Problem Overview
To address transmission failures in large-scale overlay networks,
we propose a server offlining-based failure handling approach, and
formulate it as a graph-based node-level decision problem. In each
decision round, the system predicts an offlining score for every
edge server with failed streams based on the current state of relay
streams and server-level features. A subset of servers is then se-
lected for offlining, aiming to meet SLO as quickly as possible while
minimizing the number of offline servers and preserving high QoE.

3.2 Graph Construction
To capture the structural correlations between edge servers in relay
streams, we construct a graph 𝐺 = (𝑉 , 𝐸), where each node repre-
sents an edge server and each edge corresponds to a pair of servers
that are connected by relay streams within the current time win-
dow. Specifically, the node set 𝑉 includes all edge servers currently
involved in relay streams. An undirected edge (𝑢, 𝑣) ∈ 𝐸 is added
if there exist relay streams between servers 𝑢 and 𝑣 . The resulting
graph is sparse and reflects the connectivity topology formed by
relay streams in the overlay network at the current time. For each
edge (𝑢, 𝑣) ∈ 𝐸, let 𝑆𝑢𝑣 ≥ 0 denote the number of successful relay
streams and 𝐹𝑢𝑣 ≥ 0 the number of failed relay streams. The overall
success ratio 𝑆 is defined as:

𝑆 =

∑︁
(𝑢,𝑣) ∈𝐸

𝑆𝑢𝑣∑︁
(𝑢,𝑣) ∈𝐸

(𝑆𝑢𝑣 + 𝐹𝑢𝑣)
(1)

Each node 𝑣 ∈ 𝑉 is associated with a sequence of historical
feature vectors {𝑥 (𝑡−𝑇+1)𝑣 , . . . , 𝑥

(𝑡 )
𝑣 }, where each vector 𝑥 (𝑡

′ )
𝑣 ∈ R5

includes the following key features:
• fail_ratio: the proportion of failed relay streams among all
relay streams associated with the server;

• mean_rtt: the average round-trip time (RTT) across all links
of the server;
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Figure 3: Overview of the Sentry model architecture.

• mean_loss: the average packet loss rate across all links of
the server;

• active_user_count: the current number of active users on
the server;

• coverage_impact = 1
𝑁𝑣

: the impact of offlining this server
on regional coverage, where 𝑁𝑣 denotes the total number of
edge servers in the same region.

The feature set captures both the severity of server failures and
the potential cost of offlining, covering key dimensions for offlining
decisions. All features can be collected in real time by existing
systems, ensuring good deployability.

3.3 Model Architecture
To capture temporal dynamics and structural dependencies, we
design a spatiotemporal GNN combining GRU for temporal mod-
eling and GraphSAGE for spatial aggregation, driven by two key
motivations: (1) temporal modeling aims to distinguish persistent
failures from short-term fluctuations, avoiding misjudgments and
unnecessary server offlining caused by transient network anomalies
such as sudden traffic bursts leading to temporary congestion. To
achieve this, a Temporal Embedding module is introduced to model
the state sequence of each server over the past𝑇 time steps, captur-
ing the evolution trend of states and enhancing failure discrimina-
tion robustness; (2) structural awareness helps capture correlated
failures and improve decision quality. In real networks, transmis-
sion failures often affect multiple servers due to shared root causes.
Relying only on local information may mistake such anomalies for
independent issues, leading to excessive offlining. For example, if a
link issue causes high packet loss between servers A and B, offlining
either one may suffice—without structural awareness, both might
be offlined unnecessarily, wasting resources and reducing coverage.
By aggregating neighbor states through a GraphSAGE-based Struc-
tural Encoding module, the model detects structural anomalies and
avoids redundant actions.

As shown in Figure 3, the model consists of three main modules.
First, the Temporal Embedding Module takes as input the state
feature sequence of each node 𝑣 in the state graph 𝐺 over the past
𝑇 time windows:

X𝑣 =

[
x(𝑡−𝑇+1)𝑣 , x(𝑡−𝑇+2)𝑣 , . . . , x(𝑡 )𝑣

]
, x(𝑡

′ )
𝑣 ∈ R5 .

We employ a single-layer GRU to capture the temporal dynamics
of each node, modeling how its state evolves over time—whether
it is persistently deteriorating, gradually recovering, or merely
undergoing short-term fluctuations. The GRU produces a sequence
of hidden states

H𝑣 = GRU(X𝑣) =
[
h(𝑡−𝑇+1)𝑣 , h(𝑡−𝑇+2)𝑣 , . . . , h(𝑡 )𝑣

]
,

and the last hidden state is used as the temporal-aware representa-
tion of node 𝑣 : ztem𝑣 = h(𝑡 )𝑣 .

Next, on the state graph 𝐺 , the Structural Encoding Mod-
ule uses each node temporal-aware representation ztem𝑣 as input
and applies two layers of GraphSAGE to perform structure-aware
representation learning. GraphSAGE uses mean aggregation over
neighbors for efficient local modeling in sparse graphs, followed
by ReLU activation to enhance nonlinearity. The update rule at the
𝑙th layer is given by

z(𝑙 )𝑣 = 𝜙

(
W(𝑙 ) ·MEAN

({
z(𝑙−1)𝑣

}
∪
{
z(𝑙−1)𝑢 : 𝑢 ∈ N (𝑣)

}))
,

whereN(𝑣) denotes the set of neighbors of node 𝑣 , 𝜙 (·) is the ReLU
activation function, and W(𝑙 ) is the learnable weight matrix of the
𝑙th layer. Each node finally obtains a low-dimensional embedding
that fuses both temporal and structural information: zstr𝑣 = z(2)𝑣 .

TheDecision ScoringModule takes the embedding zstr𝑣 of each
node with failed relay streams and computes an offlining score via
a two-layer MLP with ReLU and Sigmoid activations, indicating
the urgency of offlining node 𝑣 :

𝑠𝑣 = 𝜎

(
W2 · 𝜙 (W1 · zstr𝑣 + b1) + b2

)
, 𝑠𝑣 ∈ [0, 1],

where W1,W2 and b1, b2 are learnable parameters, 𝜙 (·) denotes
ReLU, and 𝜎 (·) denotes Sigmoid.

3.4 Training and Deployment
To achieve efficient and deployable offlining decisions, we use of-
fline training with online inference.

3.4.1 Supervision and Labels. We treat offlining as supervised
learning on production failure logs, using state feature sequences
of servers with relay streams as inputs. A server is labeled positive
(label 1) if offlining the server improves QoE under the SLO without
a lower-cost alternative achieving the same; otherwise, it is labeled
negative (label 0). The model is trained with binary cross-entropy
loss to minimize the gap between predicted scores 𝑠𝑣 and labels 𝑦𝑣 .

3.4.2 Deployment and Inference. During deployment, the model is
periodically updated offline. At inference, it takes the recent state
features of each server and the current graph as input, and outputs
an offlining score 𝑠𝑣 ∈ [0, 1] for each server that has failed streams.
Servers are ranked by score in descending order and added one by
one to the offlining set. After each addition, the server is removed
and the stream success rate checked. The process stops when the
SLO is met, and the resulting set forms the offlining plan. The model
includes a GRU layer (hidden dimension 32), two GraphSAGE layers
(hidden dimension 64), and an MLP layer (hidden dimension 32).
The output is a Sigmoid-activated scalar. The model is trained with
Adam optimizer (learning rate 0.001) for 10 epochs. All simulations
use this configuration.
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4 Evaluation
We evaluate Sentry through simulations. Section 4.1 details the
setup, and Section 4.2 compares Sentry with baselines.

4.1 Experiment Setup
This section describes the topology, trace generation, baselines, and
evaluation metrics used in our simulations.

4.1.1 Traces. We implemented a Python-based trace generator to
construct a server-level overlay network dataset. The simulated
network includes 10 service regions and 30 edge data centers (2
servers each). Five major regions have 5 data centers each, while
the others have 1. Each region operates as an independent service
domain. In the failure-free scenario, we randomly sample 50% of
all possible server pairs and generate end-to-end relay paths for
each selected pair. The following network quality parameters are
assigned: RTT is uniformly sampled from [1, 200] ms, packet loss
rate from [0, 0.001], and the initial stream success rate is set to
100%. The number of streams between each server pair is uniformly
sampled from the range [0, 10]. To support temporal modeling,
we generate server state features for 3 consecutive observation
windows (each lasting 30 seconds) for every failure scenario. Each
server at each time step is described by a five-dimensional feature
vector: fail_ratio, mean_rtt, mean_loss, active_user_count, and cov-
erage_impact, where active_user_count is uniformly sampled from
[1, 100]. All path quality parameters are re-sampled at each time
step to reflect the dynamic dynamic changes in server state.

We design three typical failure scenarios based on the empirical
relationship between packet loss rate and stream success rate fitted
from production data:

𝑦 =


1 if 0 ≤ 𝑥 ≤ 0.132
−1.06𝑥 + 1.14 if 0.132 < 𝑥 ≤ 0.5
−1.2𝑥 + 1.2 if 0.5 < 𝑥 ≤ 1

(2)

where 𝑦 denotes the success rate and 𝑥 is the loss rate.
We design the following failure scenarios: (1)Mild Path Failure

Scenario: 100 cases with failure ratios randomly selected between
0.1% and 1%. For each case, a corresponding number of edge server
paths are randomly sampled, and their packet loss rates are set
to random values within (0.132, 1]. Half of these cases are used
for training, where beam search [16] generates multiple offlining
solutions meeting the SLO; the one with the lowest failure handling
cost is selected as a weak label. The other half form the test set to
evaluate Sentry and baselines on failure handling success rate and
cost; (2) Moderate Path Failure Scenario: 100 cases with failure
ratios randomly selected between 1% and 10%, with randomly sam-
pled edge server paths assigned packet loss rates in (0.132, 1]. Half
are used as training data, and half as test data; (3) Server-Wide
Path Failure Scenario: 100 cases with failure ratios randomly
selected between 0.1% and 10%. For each case, a corresponding
number of edge servers are randomly sampled, and all their associ-
ated paths have packet loss rates uniformly set to random values
within (0.132, 1]. Half of the cases are used for training, and half
for testing. All failure cases retained in the dataset are designed to
trigger the failure handling logic of the system.
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Figure 4: Comparison of failure handling success rates.

4.1.2 Baselines. (1) NetBouncer [22] is a failure detection mecha-
nism originally designed for data centers. To adapt it to the overlay
network scenario, the detection rule is modified such that when
an edge server loses all paths with success rate 1, it is considered
faulty and triggers offlining; (2) HeuristicOffline is a heuristic
offlining strategy based on failure rates, where servers are sorted
by fail_ratio from high to low and offlined sequentially until overall
service recovers to meet the SLO.

For failure handling methods based on overlay routing, we at-
tempted to build a full path rerouting mechanism at the server
granularity, i.e., calculating the K-shortest loopless paths between
any two edge servers using Yen’s algorithm [27]. However, this
method has a computational complexity of 𝑂 (𝑛5) for 𝑛 nodes, fail-
ing to meet scalability requirements. Therefore, such methods are
not included in the simulation. We plan to compare Sentry with
overlay routing methods based on datacenter granularity in real
system deployments to quantify performance advantage under fine-
grained scheduling.

4.1.3 Metrics. We classify the evaluation metrics into two cate-
gories: (1) Failure Handling Success Rate, defined as the propor-
tion of cases where the overall relay stream success rate (as defined
in Equation 1) reaches 99.99% after applying a failure handling solu-
tion; and (2) Failure Handling Cost, which includes two compo-
nents—namely, the number of offlined servers, reflecting potential
redundancy in server shutdowns, and the QoE degradation score,
quantifying the user experience impact. For each offlined server 𝑣 ,
the local QoE loss is calculated as: QoE𝑣 = 𝛼 · active_user_count𝑣 +
𝛽 · coverage_impact𝑣, where 𝛼 = 1.0 and 𝛽 = 100 represent the
weights for user count and coverage impact, respectively. The over-
all QoE degradation score is computed by summing the local QoE
losses across all offlined servers:

QoE Degradation Score =
∑︁

𝑣∈offline_set
QoE𝑣 .

4.2 Comparison with Baselines
We systematically compare Sentry with baselines in simulation.
The evaluation metrics include failure handling success rate, the
number of offlined servers, and QoE degradation caused by server
offlining.

First, as shown in Figure 4, Sentry achieves a 100% failure han-
dling success rate across all 150 test cases, demonstrating excel-
lent failure handling capability. In contrast, HeuristicOffline also
achieves a 100% success rate, validating the effectiveness of prior-
itizing high-fail-ratio servers for offlining. However, NetBouncer
achieves only 33.33%, significantly lower than the others, indicating
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Figure 5: Comparison of failure handling costs.

that its datacenter-oriented design does not transfer well to the
overlay network context.

In terms of offlining cost, as shown in Figure 5a, Sentry requires
an average of 14.75 offlined servers, slightly higher than Heuris-
ticOffline (14.28), but the difference is small. This indicates that
Sentry maintains high success rates while avoiding excessive of-
flining. While NetBouncer shows the lowest offlining count (0.88),
this comes at the cost of a significantly lower success rate, making
it impractical for high-availability deployments.

Furthermore, as shown in Figure 5b, Sentry outperforms in QoE
degradation score, with an average of 860.09—significantly lower
than HeuristicOffline (957.88). This demonstrates that Sentry not
only handles failures effectively but also intelligently selects servers
with minimal user impact for offlining, thereby minimizing user
experience degradation. While NetBouncer shows the lowest QoE
degradation (59.89), this comes at the cost of failing to address
failures, rendering the metric less meaningful.

Overall, Sentry achieves a strong balance between failure han-
dling success rate and cost, demonstrating better overall perfor-
mance and deployment potential. Compared to simple heuristics,
Sentry leverages spatiotemporal GNN for smarter decisions; com-
pared to traditional datacenter approaches, Sentry better adapts to
the complexity of large-scale overlay networks.

To further validate Sentry in real-world scenarios, we plan to
deploy and conduct online A/B testing in a large-scale overlay net-
work operated by a leading global transmission service provider.
The target network spans over 200 countries and territories, en-
compassing hundreds of edge data centers and tens of thousands of
servers. The experiment will compare failure handling performance
with and without Sentry, and against datacenter-level overlay rout-
ing methods, to assess the advantages of Sentry.

5 Discussion
Sentry complements, not replaces, existing failure handling mech-
anisms, but deployment still faces challenges. First, the update
frequency must be carefully balanced to avoid system instability
or missing critical changes [10]. Second, in real-world scenarios,
failure data is scarce and user feedback is often delayed, which can
negatively impact model quality. As future work, we will explore
the integration of weak-label learning [28] and lightweight online
fine-tuning [3], guided by online feedback.

Furthermore, after Sentry offlines abnormal servers, a large num-
ber of users need to reconnect. Without proper control, this may
lead to traffic concentration and new failures. To address this, the

system incorporates both user connection rate control and load-
aware edge server mechanisms. The former staggers server removal
to mitigate the herd effect [26], while the latter dynamically esti-
mates regional capacity based on reported resource usage to prevent
overload. Although this strategy is generally stable, its reliance on
limited observations and empirical thresholds can lead to local im-
balances in the presence of traffic surges or complex cross-region
scheduling. Existing methods [6, 15] also struggle to handle such
scenarios effectively. We plan to use machine learning to improve
load prediction and scheduling.

6 Conclusion
We present Sentry, a spatiotemporal graph neural network-based
failure handling approach designed to enhance transmission quality
in large-scale overlay networks. Bymodeling relay streams between
edge servers as a state graph, Sentry combines temporal modeling
and spatial aggregation to accurately predict anomalous servers
and make offlining decisions. This leads to significantly improved
network availability and reduced failure handling cost. Experimen-
tal results demonstrate that Sentry outperforms existing methods
across various failure scenarios, exhibiting strong robustness and
generalization capabilities.
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